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Abstract- This paper investigates a novel technique for exdction of the nose-tip from three-dimensional
face image in any pose, which is needed for nose-tiased face registration. The present technique es
weighted median filter for smoothing. No normalizaton process is applied and the system correctly
detects nose-tips across any pose variations. Inragystem, at first the range images are thresholdedsing
Otsu’s thresholding algorithm, then filling of holes is done using interpolation method and after that
smoothing is done using weighted median filtering echanism. In the last and final step, nose-tip is
detected using maximum intensity algorithm. To evalate the performance of our approach for nose-tip
localization, we have used FRAV3D, GavaDB and Bosplus database. In case of FRAV3D database out
of 542 range images, nose-tips were correctly loeat for 536 images thus giving 98.70% of good nosig-t
localization, in contrast to the method without smothing which accounted for only 521 face images. In
case of GavaDB database, nose-tip was correctly mmized for 421 images out of 549 images thus gigi
76.68% of good nose-tip localization in contrast tahe method without smoothing which accounted for
only 405 face images. In case of Bosphorus databake recognition rate for nose-tips was far bettethan
FRAV3D and GAVADB because the present technique detts nose-tips correctly for 4476 images out of
4935 correctly with smoothing in contrast to the mihod without smoothing which accounted for only
4333 face images. The overall performance of thestgm is 90.27% with smoothing whereas the original
system gave a performance of only 87.27%.From theesults we can conclude that maximum intensity
technique has great capabilities for nose-tip detéion across variant poses and that Bosphorus dataka
has given a better result than FRAV3D and GAVADB d&abase.
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|. INTRODUCTION

In recent years 3D(three-dimensional) face recamnhas gained much popularity because 3D face mat#izer a
simple and flexible way to represent and handle dexngeometric objects like 3D face mesh grids. Wiik
advances in acquisition hardware and 3D recogniéityorithm, 3D face recognition has become an importa
biometric modality. For a face to be correctly muized it must be perfectly registered. The purpos8D face
registration is to align different 3D face data iatedommon coordinate system. This alignment is llysdane based
on some features, for example, nose-tip, eyes eichwdre invariant to pose, lighting conditions, eegsions etc.
Registration is a crucial step because the accwhittys step will greatly influence the performamfehe whole face
recognition system. The accuracy of a 3D face dependcorrect registration. In this paper, we havweeliped an
algorithm to extract the feature i.e. the nosestipich is an essential criterion for face registmnatidue to
environmental interference, it has been observatthie surface of a 3D model reconstructed fromweeld data is
often corrupted by noise. An important problem istppress noise while preserving the geometric fesataf the
model. In this paper, we extend the idea of weightedian filtering scheme for smoothing noisy 3D faddse main
idea of our approach consists of applying weighteatliam filtering to points on mesh grids and theplgipg a
feature detection algorithm i.e. locating the ntpesn a 3D face in any orientation. The presentkwis@n extension
of smoothing by weighted median filtering done i puevious work [11]. Here, we discuss a comparisoauo
methods over previous smoothing[5] methods. Inditere a number of smoothing techniques have begyoped in
the past. Multiresolution analysis for smoothingoisly based on wavelets for triangle meshes with isigion
connectivity. In contrast our method works on afiéy of 3D images. On the other hand, Laplacian methaatk
like high and low pass filters and their problenthat they reduces the surface curvature and temdstten the
surface. So, the geometry is damaged. But in chsargroposed method of weighted median filtersgeemetry of
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our 3D image is not damaged. Also, median filterssargle and very effective tools for noise suppregssThe basic
idea of the median filtering consists of simultameoeplacing every pixel of an image with the mediathe pixels
contained in a window around the pixel. The medidterflO] was once the most popular nonlinear filter
removing impulse noise because of it good denoigioger keeping sharpness of the images intact, it t
performance are unsatisfactory when noise ratidgis. fOn the other hand, our proposed method of weightedian
filtering has uniform smoothing effect that supess noise to a great effect in contrast to meditars. Mean
filters[2] are also powerful tools for noise suppies but sharp feature are not restored by metandilBut in case of
our weighted median filtering sharp features arg¢ored by weighted median filtering. Gaussian filt8fdfiave a
tendency of smoothing which is not uniform becaumsy thave a tendency of smoothing towards the cepixal.
Also Gaussian filters have the disadvantage that #reyless robust to noise elements. Here, in ttés ©f our
proposed algorithm the smoothing is uniform. Aldwere are maximum value filters which is similaradilate
function. Each 3x3 (or other window size) pixel isgessed for the brightest surrounding pixel. Thighbest pixel
then becomes the new pixel value at the center efwimdow. In contrast, a minimum filter blurs theaige by
replacing each pixel with the difference of the leigihpixel and the lowest pixel (with respect to istg) within the
specified window size. But in case of min and matefd the SNR ratio is very small i.e. the removahaise is not
very promising. But in case of our proposed alfponitwe have obtained a smoothing which has removednmax
noisy spikes. Weighted median[1] filter apply n@edioperation to each pixel regardless if the carpxel is
contaminated or not, and can easily handle varigpiss of noise. In our method, from the training &e3D mesh
image in any pose the face images have been smbpthéy weighted median filtering and the nosehgs been
correctly localized as having the highest intengéthue. A facial feature extractor, which uses ttappsed smoothing
technique, has been introduced in Section 2. A pedace analysis of the algorithm is given in Sectio
3.Experimental results have been given in Sectidfirhlly conclusion and future scope is giversaction 5.

[I. PROPOSEDALGORITHM
A range image (Fig 1) is a set of points in 3D eaghtaining the intensity of individual pixels. Ttechnique
also holds in case of 2.5D images which may beritest as containing at least one depth value ferye{x, y)
coordinate. The acquisition process is describefblamvs:- Normally, a 3D mesh image is capturedeb@D
camera such as a Minolta Vivid 700 camera and geramage is generated from the 3D mesh image.irage
in our case is generally in the form of z = f(x, Next, some pre-processing methods is appliedittrate
unwanted details such as facial hairs, scars etc.

Figure 1. Faceimages; 2.5D rangeimage
After the necessary features are located, the rakgh of models is done using some translation atation
process. In the last and final step a classifiefeisigned to test the validity of the designed skdtaNormally, a
procedure for face recognition using range imagesoimposed of seven steps, shown in Fig-2.The mrese
technique makes use of the steps below:-

| Thresholdini |

v
| Hole-filling |
v

Surface Smoothing by weighted median filters

v

Feature Localization

v

Alignmeni of Models

v

Registration

Figure 2. An overview of the proposed system

A. Facial Image Acquisition:- The present technique uses three face databas®¥3ER GavabDB, and
Bosphorus database[4]. We have considered 542a5d %304 3D faces consisting of different posesdyding
rotation about x-axis, y-axis and z-axis) from BHRAV3D, GavabDB, and Bosphorus databases respbctive
range image is actually an array of numbers whHeetimbers quantify the distances from the focatiglof the
sensor to the surfaces of objects within the fidldiew along rays emanating from a regularly spaged.
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Different from 3D mesh images, it is easy to utilithe 3D information of range images because 3D

information of each point is explicit on egularly spaced grid. Due to these advantageseranages are
very promising in face recognition. The fig-3, fig-and fig-5 below show samples of range imageswhahave
taken for testing from the FRAV3D, Bosphorus andV@®B databases respectively.

@) (b) © (d)
Figure 3. Samples from the FRAV3D Database corresponding to a single person for frontal pose(a), image rotated about Y- axis(b), image
rotated about X-axis(c), and image rotated about Z-axis(d).

@ (b) (© (d)
Figure 4. Samples from the Bosphorus Database corresponding to a single person(female) for frontal pose(a), sad_expression face(b), face
with occulsionsi.e glasses(c), image rotated about Y-axis at an angle of 20 degrees(d).

]

Figure 5. Samples fromthe GavaDB, égl)’reﬂ)on((jti)%g to asjngl(g)person(fér?)ale) rotated about x axis(a), rotation and changein
expression(b), facewith occulsionsi.e glasses(c), frontal pose with change in expression(d).
B. Thresholding:- Thresholding [2] is an important technique for gaarocessing that one tries to identify and
extract atarget from its background on Hasis of the distribution of gray levels or textin image objects.
The simplest method is a gray level image andbigiskground. Pixels with similar value in the ndigiood
usually belong to the same region. For a gray lemabe f(x, y), bi-level thresholding is to transfof(x, y) into a

binary image g(x, y) based on a threshold valuéchvban be expressed as:

agix,y)=0if f(x,y)<T

=1 y) 2T )

Otsu’s method is an adaptive thresholding technitya¢ is applied here. Otsu's thresholding metimwlves
iterating through all the possible threshold valaed calculating a measure of spread for the pexadls each
side of the threshold, i.e. the pixels thathaegit falls in foreground or background. Otsusthod selects the
threshold by minimizing the within- class variangethe two groups of pixels separated by the tholeting
operator. After applying Otsu’s method, 3D thredledl mesh grids corresponding to depth maps fer th
samples of FRAV3D, Bosphorus, and GavabDB databaseshown in Fig 3, Fig 4, and Fig 5, are compatadi
shown in Fig 6, Fig 7, and Fig 8 respectively.
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(@ (b) (© (d)
(a) Frontal pose (b) Rotated about y-axis(c) Rotated about x-axis (d) Rotated about z axis
Figure 6. Mesh-grids after thresholding from FRAV3D
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@ (b) © (d
(a) Frontal pose (b) sad_expression face (c) face with occulsionsi.e glasses (d) image rotated about Y-axis at an angle of 20 degrees.
Figure 7.Thresholded images are shown from Bosphorus Database.

e

@ (b) (© (d)
(a)lmage rotated about x-axis (b)Expression face (c)Smiling face (d) Frontal pose with expression
Figure 8. Thresholded images are shown from GavaDB Database.

C. Holefilling:- This step is usually done if the 3D data which hasn acquired from the scanners contains
some missing parts i.e. holes. Normally, we per@atrole filling using interpolation method. Butdar case not
much of the figures either from FRAV3D, GavabDBBwsphorus databases contained missing parts. Tiee ho
filled mesh grids corresponding to Fig 6, Fig 7d &g 8 are shown in Fig 9,Fig 10 and Fig 11 reSpely.
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@ (b) (© (d)
(a) Frontal pose (b) Rotated about y-axis (c) Rotated about x-axis (d) Rotated about zaxis
Figure 9. Mesh-grids after hole-filling from FRAV3D

D T T

D S S by gl < ) . VLN
@ (b) (© (d)
(a) Frontal pose (b) sad_expression face (c) facewith occulsions i.e glasses (d) image rotated about Y-axis at an angle of 20 degrees
Figure 10. Mesh-grids after hole-filling from Bosphorus database

@ (b) © (d)
(a)lmage rotated about x-axis (b)Expression face (c)Smiling face (d) Frontal pose with expression
Figure 11. Mesh grids after hole-filling from the GavaDB database

D. Surface Smoothing:- Surface smoothing refers to the fact thaisynspikes and other various deviations
are sometimes caused on the 3D face image by aontsether several other factors. So some type ob#rng
techniques are to be applied. In  our preséethnique we have extended the concept of viztighted
median filtering technique to 3D face imagl®e present technique performs filtering of 8Btaset using
the weighted median implementation of the mestiamefiltering. The weighted median filter is a nifazhtion
of the simple median filter.

Weighted median filtering: - Weighted Median (WMltdis are the filters that have the robustness adde
preserving capability of the classical medifiter and resemble linear FIR filters. In additi weighted
median filters belong to the broad class of noalinfidters called stack filters. This enablese tluse of the
tools developed for the latter class in ch@rming and analyzing the behaviour of WedghMedian
filters in noise attenuation capability. Applicat® of weighted median filters include idempotentightted
median filters for speech processing, adaptive ke median and optimal weighted median filtersifioage
and image sequence restoration.

Ny(T M(T)

Figure 12. Original mesh triangle

Fig. 12 shows an oriented triangle mesh. Let Ta b@esh triangle, n(T) be the unit normal of T, AGE)the area
of T, and C(T) be the centroid of T of the meashngle. Let us divide the set of neighboring tgkes of a given
triangle in two subsets: -The set of mesh trianble€l), the set of mesh triangles sharing an eddeWwand the
set of mesh triangles Nv(T) sharing a vertex withWe have assigned weights 1 to triangles of Neghy

weights 1 to triangles of Nv(T) (Fig.7).The tridedn Fig.13 shaded in black is the median. Pasitieights
tend to smooth the 3D images. On the other hagghtive weights distort the noise elements. After éntire
filtering operation, we select the median of thesmeiangle.

INAN
AV VAN
YAVAY

Figure 13. Various weights allocated to triangles of mesh
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Fig. 14 shows the effect of smoothing

a b
Figurel4. (s(a))Noisy Model (b)(S)”noothed Model
The weighted median filtering scheme [1] diésd below is a simple and useful modificatafrthe
basic median filter. Consider a set of samplgsgx. x,.1) and positive weights @vws,...W,1). It is evident that
the elements with higher weights are more freqyesglected by the median filter. The present atgorifor
smoothing works as follows:-
Function Weighted Median (Input mesh)
Step 1:-Input the mesh grid.
Step 2:- Initialize a weight matrix w consistinggafsitive weights with 27 elements.
Step 3:- Build the neighbourhood. The neighbourhobthe mesh grid should be a cubic power of an
integer (e.g. 3x3x3=27, 5x5x5=125) depending the filter's window dimension
(3%x3x%3,5x5x5 and so on) The structuringmeet coefficients h(, j, k); i, j, k=1,...,N.
The coordinates i, j, and k correspond to 3D cmaités X, y, z. In the present algorithm, we
have taken the neighbourhood to be consisting afl@ments.
Step 4:- Perform the processing on the median psetounded by the neighborhood points.
Step 5:- Now sort the 27 elements.
Step 6:- Return the median element i.e. the 14tmeht.
End Function
The algorithm was run for 100 iterations and co@sable smoothing was obtained. After smoothing ¢isellts
corresponding to Fig 9, Fig 10, Fig 11 are obtaimeig 15, Fig 16 and Fig 17 respectively.

ey . oy _ %w“;&\@\‘w.

@ (b) (© (d)
(a) Frontal pose (b) Rotated about y-axis(c) Rotated about x-axis (d)Rotated about z axis
Figure 15. Mesh-grids after smoothing from FRAV3D

(a) Frontal pose (b) sad_expression face (c) face with occulsionsi.e glasses (d) image rotated about Y-axis at an angle of 20 degrees
Figurel6. Mesh-grids after smoothing from Bosphorus database

il %

(a)lmage rotated about x-axis (b)Expression face (c)Smiling face (d) Frontal pose with expression
Figurel?7. Mesh grids after hole-filling fromthe GavaDB database
E. Feature Localization:- Faces have a common general form with promitaral structures such as eyes, nose,
mouth, chin etc. Facial feature localization ase of the most important tasks of angiafeclassification
system. To achieve fast and efficient classificatibis needed to identify features which are riyoseéeded for
classification task.

»  Surface Generation:-The next part of the present technique concent@iegenerating the surface [8]
of this 3D mesh image. For the nose tip localizati® have used the maximum intensity concept asotiieor
the selection process. Each of the 542 faces @imurotation in any direction in 3D space namedput x-axis,
y-axis and z-axis) in the FRAV3D database has lmea inspected for localizing the nose tip. A skfiducial
points are extracted from both frontal and varipases of face images using a maximum intensityingac
algorithm. As shown in Fig.10, the nose tips hagerblabeled on the facial surface, and accordingby,local
regions are constructed based on these points. niBlxémum intensity algorithm used for our purposegiven
below:-

Function Find_Maximum_Intensity (Image)
Stepl:- Set max to O

Step 2:- Runloop for | from 1 to widllm@age)
Step 3:- Run loop for J from 1 to height (ea
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Step 4:- Set val to sum (image (I-1:1+1,J-1)J+1

Step 5:- Check if val is greater than max.

Step 6:- Set val to val2

Step 7: - End if

Step 8:- End loop for |

Step 9:- End loop for J
The 3D surfaces thus generated for FRAV3D, Bosphand GavaDB are shown in Fig 18, Fig 19, and Big 2
respectively.

(@ (b) © (d
Figure 18. Surface Generation with nose localized from the FRAV3D Database.

(2] (3] (&] [&]

@ (b) (© (d

Figure 19. Surface Generation with nose localized from the Bosphorus database.

ol 18] (8] )

@ (b) ©
Figure 20. Surface Generation with nose localized from the GavaDB database

F. Alignment of Models.- After feature localization, based on the extradestures we have aligned the
extracted face model. This alignment [14] with thajor axes greatly simplifies the task for registra These
features are then used for coarse alignment aal@ :ormalization. To eliminate the tilt along Xis the
image has to be rotated and that rotation can el by multiplying the original pointcloud imagg the
matrix given as follows:-

S=M,*S where

M y = —-sin(theta ) O cos(theta ) O
0 1 0 0

-sin(theta ) 0 cos(theta ) O

0 0 0 1

To eliminate the tilt along X-axis, the image hasbe rotated and that can be obtained by multiglyhre
original pointcloud image by the matrix given adws:-

S= M, * S where

0 0 0
costheta) -sin(theta) O
sin(theta) costheta) O

0 0 1

Nl(:

o O O r

To eliminate the tilt along Z-axis, the imapas to be rotated and that can be obtamechultiplying the
original pointcloud image by the matrix given adws:-

S= M, * S where

costheta) -sin(theta) 0 O

Mz = |singheta) costheta) 0 0
0 0 10

0 0 01

By calculating this matrix for a variety obtations an orientation which maximizes the syatry can be
chosen. So this pre-processing is actuallyer$al for finding the correspondence betwaem surfaces
which would finally help in registration.
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I1l. PERFORMANCE ANALYSIS OF THE PROPOSED ALGORITHM

In accordance with the method that we have discussdar, we hereby also present a performancesiador
that method. In Fig 21, an original 3D image frdra FRAV3D database has been shown. Next we conopare
method with five different filters that we have ilmmented and those are shown in Fig 22, Fig 282Fi Fig

25 and Fig 26. These are benchmark filtering methmaimely, Min, Max, Gaussian, maximum and minimum
filters. We have selected the noisiest image frloenRRAV3D database in this case and we have shuatrour
weighted median filter performs much better thandther benchmark filtering methods, shown in Fig 2

Figure21.0riginal noisy image from FRAV3D Database

Figure 22. 3D image after being smoothed by min filter

DA S

Figure 23.3D image after being smoothed by max filter

D

Figure 24. 3D image after being smoothed by Gaussian filter

D>
< i

Figure 25. 3D image after being smoothed by Mean filter

e

Figure 26. 3D image after being smoothed by weighted median filter
Now let us analyze the performance of our methothmarisons with other method are summarized below:-
e Min filter is not working on 3D.
» Max filters smoothing effect is not satisfactory.
e Gaussian filters smoothing quality is good but edge not preserved
» Mean filters also does not preserve edges
* Weighted median filters smoothing quality is bettean Gaussian and Mean filters and also edges are
preserved.

V. EXPERIMENTAL RESULTS

The testing phase has been performed on the FRAN&Bbase itself and it contains a comparison ef th
present algorithm using smoothing as comparedeatforithm without smoothing. The data set comst&ifh2
faces out of which 282 faces were in neutral pédefaces were rotated about z axis, 94 faces abaxis and

72 faces about x axis.

Figure 27. Some samplesin frontal pose from FRAV3D Database
A. Frontal pose: - The first test was made on the face models in &lombse only (Figure. 27) (models
simulate un-supervised conditions during acquisition)uriDg this test all face models (only
frontal poses selected consisting of 282 facesg wecepted and nose tip were correctly localized.
B. Before smoothing :- The images were not smoothed nose tips correctly recognized.
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C. After smoothing: - The images were smoothed ane tips correctly recognized.

TABLE I NOSE LOCALIZATION IN FRONTAL POSE
Nose-tip localization in frontal pose
Tablel No. of Nose No of nose-tips % of % of
Tips correctly detected Success Failures
282 282 100% 0%

B. Rotation about Y-Axis.- The second test was performed on the face modalgytéhe faces rotated about Y
axis, some of them are shown in Fig 28.

Figure 28. Some samples rotated about y-axis from FRAV3D Database
» Before Smoothing:-During this test 94 non-frontabages were considered and nose-tips were
correctly localized for 85 faces, shown in Table 2.

TABLE Il NOSE LOCALIZATION IN. NON- FRONTAL POSE
Nose-tip localization in non-frontal pose
Table Viewpoint around Y-Axes ngls(;(t)ifps % of % of
2 No. of Nose Tips correctly Success Failures
detected
1 +30 10 8
2 +30 10 10
3 -30 21 18
4 +38 21 21 90.4% 9.57%
5 -38 16 12
6 +40 16 16

 After Smoothing:- The results obtained after smowtare shown in Table 3.

TABLE Ill NOSE LOCALIZATION IN NON- FRONTAL POSE
Nose-tip localization in non-frontal pose
Table Viewpoint around Y-Axes nglsce)szps % of % of
3 No. of Nose Tips correctly Success Failures
detected

1 +30 10 9
2 +30 10 10
3 -30 21 20 96.80% 3.19%
4 +38 21 21
5 -38 16 15
6 40 16 16

C. Rotation about Z-Axis:- The third test was performed on the 94 face imag&sged about Z axis; some of
them are shown in Fig 29.

Figure 29. Some samples rotated about z axis from FRAV3D Database

- Before smoothing:- The results obtained beforeathing are shown table 4:-
TABLE IV NOSE LOCALIZATION IN NON- FRONTAL POSE

Nose-tip localization in non-frontal pose
No of nose-tips
Table 4 Viewpoint around Z-Axes No. of Nose Tips correctly P Sz/gg‘; % of
detected Failures

1 +18 13 13

2 -18 13 13

3 +30 9 9

4 -30 9 9 97.87% | 2.127%
5 +38 16 16

6 -38 16 16

7 +40 9 8

8 -40 9 8
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» After smoothing:- Now after smoothing the algorittsucceeded in removing one of the fallacies
caused due to noise and the other was untreated.eBhlts are shown in Table 5.

TABLE IV NOSE LOCALIZATION IN NON- FRONTAL POSE

Nose-tip localization in non-frontal pose
Table Viewpoint around Z-Axes ) nc’:lsngps % of % of
5 No. of Nose Tips correctly Success Failures
detected
1 +18 13 13
2 -18 13 13
3 +30 9 9
4 -30 9 9
5 +38 16 16 98.93% 1.06%
6 -38 16 16
7 +40 9 8
8 -40 9 9

D. Rotation about X-axis:- The fourth test was performed on the 72 face mosigscted from the face models of the
FRAV3D database with rotation about X-axis, someéhafim are shown in Fig 30. During this test 72 femadels were
considered and nose-tips were correctly localinel7i cases, shown in Table 6.

S

Figure 30. Some samples rotated about x axis from FRAV3D Database

+ Before Smoothing:- The results obtained befemoothing are shown in the following Table 6.
TABLE VI NOSE LOCALIZATION IN NON- FRONTAL POSE

Nose-tip localization in non-frontal pose
Table . . No of

6 Viewpoint around X-Axes No. of Nose Tips nose-tips % of % of
correctly | Success | Failures
detected

1 +5 12 12

2 -5 12 12

3 +18 15 15 89.58% | 10.41%

4 -18 15 15

5 +40 9 4

6 -40 9 4

» After Smoothing:- Now after smoothing the algoritsocceeded in removing one of the fallacies caused
due to noise and the other was untreated. Thesesel shown in Table 7.

TABLE VII NOSE LOCALIZATION IN NON- FRONTAL POSE
Nose-tip localization in non-frontal pose
Table7 Viewpoint around X- No. of Nose Tips cglr?e?:ftlnodsggctp:d % of Success % of
Axes y Failures
1 +5 12 12
2 -5 12 12
3 +18 15 15
97.22% 2.85%
4 -18 15 15
5 +40 9 8
6 -40 9 8

Next we present the results for the GavaDB databhseGavaDB database are less noisy than Fravibatsd.In
this case we have also considered how preciselgltiorithm detects the nose-tip.The GavaDB hasAssfor each
person , around X-axis,Y-axis,frontal scans andsedth gestures.

E. Frontal pose:-The first test was made on 305 face models in &igmbse as shown in Fig-31.We have taken all
the elements in frontal pose with gestures andowitigestures. During this test all face modeése accepted and
nose tip were correctly localized.

Figure 31. Some samplesin frontal pose from GavaDB Database
» Before smoothing:- The images were not smootied nose tips correctly recognized.
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»  After smoothing: - The images were smoothed ane tips correctly recognized.

TABLE VIII NOSE LOCALIZATION IN FRONTAL POSE
Nose-tip localization in frontal pose
Table8 . No of nose-tips % of
No. of Nose Tips correctly detected Success % of
Failures
1 30t 30E 100% 0%

F. Rotation about Y-Axis.- The second test was performed on 122 face modatgjtthe faces rotated about Y
axis, some of them are shown in Fig 32.

3

Figure 32. Some samples rotated about y-axis from GavaDB Database
« Before Smoothing: - In this case technique gafistactory results for large poses.The nose-tipeew
correctly detected for 19 face models.The restlitained before smoothing are enlisted in Table 9.

TABLE X  NOSE LOCALIZATION IN NON-FRONTAL POSE
Nose-tip localization in non-frontal pose
Table9 N ) . No of nose-tips % of
Viewpoint around Y-Axis No. of Nose Tips correctly detected Success ‘V_oof
Failures
1. +90 61 18
15.57% 84.44%
2. -90 61 1

» After Smoothing :- The results obtained after srhiog are enlisted in the following Table-10. After
smoothing, the images were smoothed perfectly amahdse-tip identification improved in only 8 cases
The deviation from the original nose-tip was muesslafter the image was smoothed.

TABLE X  NOSE LOCALIZATION IN NON-FRONTAL POSE
Nose-tip localization in non-frontal pose
Table10 i
Viewpoint around Y-Axis No. of Nose Tips Noof nodsgélc;z:dcorrectly Sj/?x?efss % of

Failures

1. +90 61 26 22.13%
77.86%

2. -90 61 1 ?

G. Rotation about X-Axis.-The third test was performed on 122 face modelsgatke faces rotated about X axis,
some of them are shown in Fig 33.

~
-4
“

Figure33 . Some samples rotated about x-axis from GavaDB Database
+ Before Smoothing: - The nose-tips were correctlieded for 84 face models.The results obtained
before smoothing are enlisted in Table 11.

» After Smoothing: - The results obtained beforeosthing are enlisted in Table 12. The results were

TABLE xI NOSE LOCALIZATION IN NON-FRONTAL POSE
Nose-tip localization in non-frontal pose
Tablell ] . ) No of nose-tips % of
Viewpoint around X- No. of Nose Tips correctly detected SUCCEsS %of

Axis Failures

1 +35 61 60
: 68.85% 31.14%

2 -35 61 24

improved in this case by 4 figures.

H. Rotation about Z-Axis.- There are no face models rotated with respea-dais in GavaDB database.

TABLE Xl NOSE LOCALIZATION IN NON-FRONTAL POSE
Nose-tip localization in non-frontal pose
Table12 N No. of Nose No of nose-tips .
Vlewpomt. Tips correctly detected % of Success % of Failures
around X-Axis
1 +35 61 61
) 72.95% 27.04%
2 -35 61 28

Next, we present results that we have obtainethfoBosphorus database.

I. Frontal pose: -The first test was made on the face models in #lgmbse only, some of them are shown in
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Fig-34. Nose-tips for all the 3744 faces were adtydocalized, shown in Table 13.

Figure 34. Some samplesin frontal pose from Bosphorus database
» Before smoothing:- The images were not smootard nose tips correctly recognized.
»  After smoothing: - The images were smoothed ane tips correctly recognized.

TABLE XIlII  NOSE LOCALIZATION IN NON-FRONTAL POSE
Nose-tip localization in frontal pose
Table13 | No.of i
Nose No of nodsggctpzdcorrectly SCA: of % of Failures
Tips CCESS
1. 3780 3780 100% 0%

J. Rotation about Y-Axis:-In this test, 525 3D images rotated about Y-astsne of them are shown in Fig 35,
were considered, detail is shown in Table 9.In thét the faces were rotated in positive directibry-axes in
angles of 10,20 and 30 degrees and negative idinezt 45 degrees.

Figure35. Some samples in non-frontal pose from Bosphorus database with images rotated about y-axis.
« Before smoothing The images were not smoothed and nose tipeatty recognized in 274 cases

out of 525 face models
TABLE xIV NOSE LOCALIZATION IN NON-FRONTAL POSE

Nose-tip localization in non-frontal pose
Table14 Viewpoint around Y-Axis No. of Nose Tips C(’;lr? gﬂ;?;;tpzd S:/?; Coefﬁ % of
Failures
1 +10 105 74 70.47% |  29.52%
5 +20 105 75 71.4% 28.57%
3 +30 105 78 74.28% 25.7%
4 +45 105 10 9.52% 90.47%
5. -45 105 1 0.95% 99.04%
. After smoothing:- The images were smoothed ande tips more correctly specified in 295 cases

out of 525 cases.
TABLE xV NOSE LOCALIZATION IN NON-FRONTAL POSE

Nose-tip localization in non-frontal pose

Table15 ) . ) No. of Nose Tips | No of nose-tips correctly detected | % of Success .

Viewpoint around Y-Axis ) % of Failures
1. +10 105 96 91.42% 8.57%
2. +20 105 94 89.52% 10.47%
3. +30 105 86 81.9% 18.09%
4. +45 105 13 12.38% 87.6%
5. -45 105 6 5.71% 94.2%

J.Rotation about YZ -Axis:- In this test, 210 3D images rotated about YZ-asagne of them are shown in Fig
36, were considered, detail is shown in Table 9.

Figure 36. Some samples in non-frontal pose from Bosphorus database with images rotated about yz-axis.
. Before smoothing:- The images were not smoothad nose-tip were correctly localized in case of

74 cases out of 210 face models.The details is shiothe table 16.
TABLE xVI NOSE LOCALIZATION IN NON-FRONTAL POSE

Nose-tip localization in non-frontal pose
Table16 N No. of Nose No of nose-tips .
VlaN\r;(;nAtxa}round Tips correctly detected % of Success % of Failures
-AXIS
1. +20 105 54 51.42% 48.57%
2 -20 105 20 19.04% 80.95%
. After smoothing:- The images were smoothed ande-tip were more correctly specified in case of
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88 cases.The details is shown in the table 17.
TABLE xVII NOSE LOCALIZATION IN NON-FRONTAL POSE

Nose-tip localization in non-frontal pose
Tablel7 ) ) . No of nose-tips
Viewpoint around YZ- No. of Nose Tips correctly detected % of Success %of
Axis Failures
1 +20 105 54 51.42% 48.57%
2 -20 105 20 19.04% 80.959

K. Rotation about X -Axis:- The first test for this database was made on tBeidges rotated about x-axis, some

of them are shown in Fig. 37.

Figure 37. Some samplesin frontal pose from GavaDB database

. Before smoothing:- The images were not smoothad nose-tip were correctly localized in case of
241 models out of 420 models .The details is shiomthe table 18.
TABLE xVIlI NOSE LOCALIZATION IN NON-FRONTAL POSE
Nose-tip localization in non-frontal pose
Tablel8 i
Viewpoint around X- No. of Nose Tips No of nods:;:rt):dcorrectly S::/?:c?;s % of
Axis Failures

1 +10 105 49 46.66% 53.33%

2 +20 105 78 74.28% 25.7%

3 -10 105 53 50.47% 49.52%

4 -20 105 61 58.09% 41.90%
. After smoothing:- The images were smoothed amde-tip more correctly specified in case of 313

models out of 420 models.The details is shown éntéble 19.
TABLE xIX NOSE LOCALIZATION IN NON-FRONTAL POSE

Nose-tip localization in non-frontal pose
Tablel9 | Viewpoint around X-Axis nglsg?if S % of % of
o No. of Nose Tips correctrl)y Sugcas Faj(;ur&s
detected
1. +10 105 69 65.71%| 34.28%
2. +20 105 92 87.61%| 12.38%
3. -10 105 68 64.76%| 35.23%
4. -20 105 84 80% 20%

V. CONCLUSIONAND FUTURE ScoPE

In this paper, we have presented a novel techrfiquecalization of nose-tip in 3D face images. $iwe have
already proved that the present technique with $hiogp has shown better performance than our pusvio
technigue with out smoothing.This should make aenmobust template set and increase the systemdimgtc
capabilities. With a better model we will also cioles methods for matching arbitrary three-dimenalon
training data thus leading to face registratiofulire, registration and recognition of registeg&iface images
would be considered.
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